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Intellectual Merit
• We build on classical vehicle 

routing formulations to 
consider real-time requests 
and operational constraints.

• Our approach is decision-
theoretic and inherently 
considers uncertainty in demand 
and environmental attributes like 
congestion and weather.

• We rely on a novel community 
engagement approach using the 
social relational approach pioneered 
in healthcare and election domains.
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Understanding the Problem
• We frame the real-time dispatch 

problem as an MDP.
• We design the objective to minimize 

the number of vehicles used and the 
total distance traversed by the 
vehicles (while satisfying demand).

• We introduce constraints based on 
pickup and drop-off times, operational 
information, capacity of vehicles, and 
passenger-specific needs.

Community Engagement
• Social relationships are necessary for change.
• Citizens must come together collectively 

through formal organizations
• Organizations are successful to the degree 

that they develop relationships among 
members within a community.

• We are working to leverage existing social 
networks through key organizations in the 
city to continually inform, disseminate, validate, and evolve microtransit 
technology and applications. 

Real-Time Performance Visualization and Analysis

• We are developing 
algorithms using active 
learning approaches 
to address three key 
problems: 
(a) hyperparameter 
selection, 
(b) model selection, 
and (c) performance 
evaluation.

• Transit agencies are trying to respond to 
the changing dynamics of ridership in 
their communities while managing the 
expectation of providing wide coverage.

• The problem has been exacerbated by 
the shifting patterns of ridership due 
to gentrification and changing 
demographics, leaving many 
communities underserved by transit.
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• Our MDP state captures all relevant information about existing demands, 
passengers on board, future demand, and environmental uncertainty.

Data and Computation Architecture
• Use custom data architecture with parallel view and structures to optimize 

both graph-based and 
time-based queries. 

• We are also investigating 
distributing outsourced 
computation to provide 
cheaper and sustainable 
alternative to cloud 
computing.

• The key challenges are 
privacy considerations and 
computation sustainability.
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Figure 1: Data architecture overview - real time data is streamed to an Apache Pulsar cluster consisting of 5 broker/bookie
nodes and 5 zookeeper nodes running on-site in VMWare. A MongoDB cluster running in Google Cloud reads from the Pulsar
cluster, continuously updating its data view and adding spatial indexing for monitoring and dashboard applications.

Table 1: Data sources.

Data Source Frequency Scope Features Schema/Format

Diesel vehicles ViriCiti and Clever Devices 1 Hz 50 vehicles GPS, fuel-level, fuel rate,
odometer, trip ID, driver ID Viriciti SDK and Clever API

Electric vehicles ViriCiti and Clever Devices 1 Hz 3 vehicles GPS, charging status, battery current,
voltage, state of charge, odometer Viriciti SDK and Clever API

Hybrid vehicles Viriciti and Clever Devices 1 Hz 7 vehicles GPS, fuel-level, fuel rate, odometer,
trip ID, driver ID Viriciti SDK and Clever API

Traffic HERE and INRIX 1 Hz Chattanooga and Nashville region TMC ID, free-flow speed,
current speed, jam factor, confidence

Traffic Message Channel
(TMC)

Road network OpenStreetMap Static Chattanooga and Nashville region Road network map, network graph OpenStreetMap
(OSM)

Weather DarkSky 0.1 Hz Chattanooga and Nashville region Temperature, wind speed,
precipitation, humidity, visibility Darksky API

Elevation Tennessee
GIC Static Chattanooga region Location, elevation GIS - Digital Elevation Models

Fixed-line transit
schedules CARTA, WeGO Static Chattanooga and Nashville region Scheduled trips and trip times,

routes, stops
General Transit Feed Specification
(GTFS)

Video Feeds CARTA 30 Frames/Second All fixed-line
vehicles Video frames Image

APC Ridership CARTA , Wego Every Stop All fixed-line
vehicles

Passenger boarding count
per stop Transit authority specific

vehicle ID (which corresponds with the vehicle ID from
ViriCiti) and additionally includes a unique driver ID and
the unique trip ID which that vehicle is serving. The unique
vehicle ID maps directly to the GTFS schedule produced by
CARTA.

We also collect weather data from multiple weather sta-
tions in Chattanooga at 5-minute intervals using the Dark-
Sky API. This data includes real-time temperature, humid-
ity, air pressure, wind speed, wind direction, and precipita-
tion. In addition, we collect traffic data at 1-minute intervals
using the HERE API, which provides speed recordings for
segments of major roads, which provides data in the form
of timestamped speed recordings from selected roads. Ev-
ery road segment is identified by a unique Traffic Message
Channel identifier (TMC ID). Each TMC ID is also associ-
ated with a list of latitude and longitude coordinates, which
describe the geometry of the road segment. Lastly, vehicles
are currently being fitted with video equipment that gen-
erates real-time video streams to help monitor capacity re-
quirements.

Static Data Sources
Road network map data was collected from OpenStreetMaps
(Haklay and Weber 2008), which provides road infrastruc-
ture modeled as a graph. In addition, we collect static GIS
elevation data from the Tennessee Geographic Information
Council (Tennessee Department of Finance and Administra-

tion 2019). From this source, we download high-resolution
digital elevation models (DEMs), derived from LIDAR ele-
vation imaging, with a vertical accuracy of approximately 10
cm. We incorporated the elevation data in the OSM network
by adding the elevation from the GIS data to each node in the
OSM network. Lastly, the vehicle scheduling information is
provided by the CARTA in GTFS format.

Data Management
Given the volume and the rate of the data being collected,
we had to design a custom architecture for the project. The
purpose of this architecture is to store the data streams in a
way that provides easy access for offline model training and
updates as well as real-time access for system monitoring
prediction. This architecture consists of a publish-subscribe
cluster implemented with Apache Pulsar, which stores topic-
labeled sensor streams, and a MongoDB database backend.
An overview of the data architecture is provided in figure 1.

This architecture solves two challenges. The first chal-
lenge is the persistent storage of the high-velocity, high-
volume data streams. The second challenge is that the data is
highly unstructured and irregular and different data streams
have to be synchronized and joined efficiently. With this
architecture, we stream each data source to a topic-based
publish-subscribe (pub-sub) layer that persistently stores
each data stream as a separate topic. Further, we used a
three-tiered naming convention for topic labeling. The first

https://smarttransit.ai/

We are building online applications to provide real-time status update of 
occupancy and route and efficiency of the system to public

Occupancy and delaySystem efficiency

Table 1: Project Task Schedule and Responsible Investigators
Tasks Year 2020 2021 2022 2023 2024
(responsible investigators) Quarter 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3
Area 1: Engagement 1.1: Community Engagement
(Chandra, Speer, Pugliese, Focus Groups
Sartipi, CARTA 1.2: Capturing Needs and Understanding Barriers
community coordinator) Community Workshops

1.3: Sustaining Engagement via Transit Ambassadors
Rider Surveys through CARTA

Area 2: Data 2.1: Dynamic Management and Performance Assessment
(Laszka, Sartipi, Dubey) 2.2: Privacy Extensions
Area 3: Optimization 3.1: Integrating Uncertainty and Behavioral Considerations
(Samaranayake, Dubey, 3.2: Enabling Flexible Transit via Mechanism Design
Bannerjee) 3.3: Service and Demand Flexibility

3.4: Scalable and Sustainable Operations
3.5: Integration with Fixed-Line Planning

Area 4: Active Learning 4.1: Hyperparameter Optimization
(Ratliff, Laszka) 4.2: Testing and Evaluating Microtransit Algorithms

4.3: Online Model Estimation
Operations (Pugliese) Phase 0 Engagement

Phase I Deployment
Phase I Assessment
Phase II Deployment
Phase II Assessment

ments. 2) The efficiency of the dispatch algorithms can be improved using strategic hyperparameter tuning.

3 Scope and Scale
There have been prior attempts to solve the transit challenge (cf §1); however, arguably many failed due

to the inability to adapt operations over time. This project is unique in that it is one of a few studies that
aim measure impact on transit based on accessibility and equity over time, with built-in mechanisms for
evaluation and adaptation. The scale and scope of this project is specifically designed to have immediate
(over the 4-year project) and high impact, especially in the study area described in §5, which is ideally suited
for transit intervention (see §5). We will also maintain an eye towards expansion to other cities (e.g., through
continual engagement and advisory interactions with partners from Seattle and Nashville).

The lessons learned from prior microtransit failures suggest that we need a team that designs the al-
gorithms and operations in tight integration with the community. Further, we need a novel approach for
engaging community [5], which is led by Speer and Ward. The sustainability and privacy protections of the
computation architecture is often a concern and this becomes a pain-point for the transit operations. Hence,
we will build a novel data architecture, which also accounts for privacy concerns from the ground up. This
requires the expertise of researchers like Dubey and Laszka (who have experience in the area of distributed
ledgers [43, 114] and managed data for large communities like Nashville) and Sartipi, who has been leading
data collection and management at large community-scale projects in Chattanooga. Samaranayake and Ban-
nerjee are experts in mobility on-demand operations and efficient optimization mechanisms. Pugliese is our
operations expert. Ratliff has the experience required for hyperparamter tuning and online experimentation.

4 Management Plan
Table 1 shows the schedule of various tasks and the investigators leading the task. The PI will be

responsible for the project schedule and coordinating the different research areas. He will be assisted by a
project manager (see budget), who will help catalogue the project status, expected milestones, and reports.

This team of investigators (described in previous section) has collaborated across a number of projects
over the years. We have found that a weekly progress call is very beneficial for keeping track of tasks.
We will use GitHub as the primary code repository and Slack as the communication channel. The PI and
CARTA will regularly meet in Chattanooga, which is an hour and a half away from from the PI’s institution.
There will be annual project meetings in synchronization with the S&CC PI meetings.
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Performance Evaluation and Transit-Gym

• A key aspect of the problem space is to 
combine the active learning algorithm 
with scenario specification to design 
simulation scenarios.

Broader Impacts
• The project will have a potential impact across a wide range 

of cities in the U.S., which do not have well-developed 
transit systems as it will not only provide them with a 
reusable operations system, but it will also show how to 
develop a community program.

• The approach pioneered in this project is crucial to showing 
how to design smart city projects with lasting community 
integration. We believe that the social relational approach 
to engagement is critical for success. 

• The project will also address privacy concerns arising in 
smart-city projects due to multi-modal datasets.

Monte Carlo tree search:
Game theoretic tree 
representation of process: 
Nodes ➞ states, Edges ➞ actions. 
The tree grows asymmetrically and 
uses fast (online) simulated 
playouts to estimate value of node

Decision-Theoretic Formulation

The tree is built by exploring various alternative using 
the DARP formulations.

• Our solution is to develop a dynamic microtransit system that is integrated 
with fixed-line services and is managed considering (a) short-term demand 
forecast as well as (b) long-term expectations of the community.

https://smarttransit.ai/

